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Abstract— Inflation presents the purchasing power of  people. One important indicator of economic stability is inflation. Forecasting 
inflation rate is very important in taking policy for the government, enterprises or other economic actors. North Sumatra is one of the big 
provinces in Indonesia. In 2016, four cities in North Sumatra: Medan, Siantar, Sibolga and Sidempuan had the highest inflation rate in 
Indonesia. GSTAR model can forecast inflation in several locations simultaneously by including time and location factors in the model. 
Modeling the inflation rate in four cities in North Sumatra using GSTAR produced GSTAR (2:1)(1,0,0:1)6. The average values of AIC and 
RMSEP on GSTAR(2:1)(1,0,0:1)6 were -11.22 and 0.90. In its development, GSTAR model was not just influenced by time and location but 
there were other influencing variables, called exogenous variables. This model is called GSTAR-X. In this study, the addition of three 
exogenous variables on GSTAR-X(2:1) (1,0,0:1)6 produced the best model with an average AIC of -89.70 and an average RMSE of 0.57. 

Index Terms— Exogenous variables, GSTAR, Inflation.   

——————————      ——————————                                                                

1 INTRODUCTION                                                                   
NFLATION became one of the macroeconomic indicators 
that illustrate the  economic  stability  of a  country. The  
central government established an inflation control team in 

the regions called TPID (Regional Inflation Control Team) to 
maintain stability in the inflation rate. In its implementation, 
TPID found several problems that cause instability in the rate 
of inflation in the region. These issues include government 
policies on fuel oil prices and taxes, limited food production, 
limited transportation, limited distribution and inefficient 
market structure.  

North Sumatra is one of the major provinces in Indonesia. 
North Sumatra Province has the largest population excluding 
Java, i.e about 13 million people. North Sumatra also has the 
third largest number of districts / cities after East Java and 
Central Java, i.e 33 districts / cities. North Sumatra has four 
inflation cities namely Medan, Siantar,  Sibolga  and  
Sidempuan. Cumulative inflation in North Sumatra in 2016 
increased 6.34 percent compared to cumulative inflation in 
2015 which only reached 3.24 percent. In 2016, Siboga City and 
Medan City became the cities with the highest and  third  
highest cumulative inflation in Indonesia, respectively[1]. 

Some researchers have conducted a study using the topic of 
inflation rate as the subject of their studies. Ardianto (2013) 
used the General Space Time Autoregressive (GSTAR) model 
to forecast inflation in five major cities in Java[2]. Faizah (2013) 
used GSTAR model to forecast inflation  of three  cities in  
Central Java[3], and Husna (2014) used  GSTAR model to  
forecast inflation in Jabodetabek [4]. In its development, the 
GSTAR model was not only influenced by observations in 

some  locations  over  a  period   of  time,  but  there  were  
exogenous variables that influenced  it,  called  GSTAR-X 
model. Hafsyah (2014) stated that inflation in North Sumatra 
was influenced by the exchange rate of Rupiah to US Dollar 
[5]. 
 

The weighted matrix has a very important role in GSTAR 
model. Husna (2014) studied inflation using GSTAR model [6], 
Astuti (2015) examined forecasting CPO exports on Sumatra 
Island using GSTAR model [7] and Siregar (2015) examined 
forecasting sugar prices on Sumatra Island using GSTAR 
model [8]. The three researchers concluded that  prediction 
value using weighted inverse distance and cross-corelation 
resulted the best predicted value. 

This study examined inflation data in four cities in North 
Sumatra using GSTAR and GSTAR-X models. The weighted 
matrices used were inverse distance  and  cross correlation 
matrices. The three exogenous variables used in GSTAR-X 
model are two dummy variables and one numerical variable. 
The selection of two dummy  variables in the form of  calendar 
variations was expected to capture the information behind the 
incidence of rising or falling inflation rate  suddenly  that  
cannot be measured quantitatively. Meanwhile, the selection 
of numerical  variable,  the exchange  rate of Rupiah to US 
Dollar  was  expected to  capture the state  of  the  world's  
ongoing economy that can be measured quantitatively. 

2 LITERATURE REVIEWS 
 
2.1 Autoregressive Moving Average (ARMA) 
The general   form  of  non-seasonal  ARMA model can be 
written as follows:  
 
                   (1) 
 
p is the order of AR, q is the order of MA, and B is the back 
shift operator, εt is white noise residual which is independent. 
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In seasonal ARMA (SARMA) model with s is the length of the 
seasonal period can generally be written as follows: 
 
                  (2) 
 
P is the order of the seasonal AR, Q is the seasonal order of 
MA, and B is the back shift operator, εt is white noise residual 
which is independent.[9] 
 
Multiplicative models for non-seasonal ARMA and seasonal 
ARMA : 
 
                            (3) 
 
 
2.2 General Space Time Autoregressive Moving Aver-
age (GSTARMA) 
The GSTARMA model (p; λk; q; νk) with n location  can  be 
written as follows: 
 
                 (4) 
p is the order of AR, q is the order of  
 
p is the order of AR, q is the order of MA, 𝜆k is the spatial order 
of k-th AR, and νk  is the spatial order of k-th MA. 
 
2.3 General Space Time Autoregressive Moving Aver-
age using Exogenous Variables (GSTARMA-X) 
 
The GSTARMA-X model (p; 𝜆k; q; νk) with n location can be 
written as follows: 
 
                 (5) 
 
p is the order of AR, q is the order of MA, 𝜆k is the spatial order 
of  k-th  AR,  νk   is  the  spatial  order  of k-th MA,  and α is  
parameter of exogenous variable. 
 

2.4 Weighted Distance Matrices  
 
2.4.1 Inverse Distance Weighted Matrix  
 
The inverse distance weighted matrix is one of the 
weighted  matrices  that  refers to  the distance between 
locations. The value of the inverse weight of the distance is 
obtained based on the calculation of latitude and longitude 
coordinates distances between the observed locations with 
the calculation of Euclidean distance. Nearby locations get 
greater weight values and vice versa.[10] 
 

 

 
 
(ui, uj) is the latitude coordinate and (vi, vj) is the longitude 
coordinate at location i and j.  
 
 
2.4.2 Weighted Cross-Correlation Matrix  
Cross-correlation is generally formulated by: 
 

 
The  determination  of   elements   in   weighted   cross-
correlation matrix is by: 

      

3 METHODS 

3.1 Data 
The data used in this study are the inflation data in four cities 
and the Rupiah to US Dollar exchange rate data. Inflation data 
in four cities include Medan, Siantar, Sibolga and Sidempuan. 
The  data  used  are  monthly  data  from  January  2008 to  
December 2016. Inflation data were obtained from publication 
of Central Agency on Statistics of North Sumatera Province 
and Rupiah to US Dollar exchange rate data were obtained 
from  publication  of  Ministry of Trade of The Republic of 
Indonesia. 
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3.2 Method of Analysis 
The steps of the analysis data of this research are: 

a.  Conducting data exploration 
b.  Dividing data into two parts: training and testing data. 
 The first 102 observations were training data used for 

the modeling stage and the last 6 observations were 
testing data used to test the model. 

c. Calculating   the   correlation   coefficient   between   
locations 

d.  Development   and  estimation  of  GSTAR   model   
parameters 
 Checking the stationarity of inflation data at each 

location 
 Identifying the ARMA models in each location 
 Constructing weighted matrices by using 

weighted cross-correlation and inverse distance 
weighted matrices 

g.  Estimating GSTAR-X parameters 
h.  Examining the assumptions of GSTAR and GSTAR-X 

residuals 
i.  Selecting the best model based on the smallest AIC and 

RMSEP values 
j.  Forecasting the next 6 months inflation rate based on 

the best model 
 

4 RESULT AND DISCUSSION 
4.1 Data Description 

Descriptive statistics for inflation in each city is shown in 
Table 1. In general, the largest inflation rate of 1.35 was located 
in Sibolga City, while the smallest inflation rate of 0.63 was 
located in Medan City. 

 
Table 1 Descriptive Statistics 

 
 
4.2 Correlation Coefficient between Locations 

Table 2 shows the correlation matrix in four observation 
locations. All correlation coefficients were positive and greater 
than 0.7.  A  correlation  value  greater  than  0.7 indicates a 
relatively strong relationship between locations. 

 
Table 2 Correlation Coefficient in Four Cities 

 
 

4.3 Development and estimation of GSTAR model 
parameters  

 
4.3.1 Identification of Data Stationerity  

The requirement to model the time series data is that the 
data  used  must be stationary. Table 3 shows the ADF test 
results at four locations. The results of the ADF test showed a 
significant value in all locations. Based on the results of the 
ADF test, the data had met the assumptions of stationarity. 

 
Table 3 The Results of ADF Test 

 
 
4.3.2 Identification of ARMA Model  

The   ARMA   model   identification    at   each   location  
determined the time order in GSTAR model. The ARMA 
model at each location was examined based on ACF and 
PACF plots followed by over fitting some model candidates. 
The  best  model criterion was a model that had significant 
parameter  estimation,  minimum  AIC  value, white noise 
residual and had the smallest residual mean square of error.  

Based on those criterias, AR (2) (1,0,0) 6 was the best model 
for Medan City. AR (1) (1,0,0) 6 became the best model for 
Siantar City. Meanwhile, the best ARMA model for Sibolga 
City was not identified. The best model for Sidempuan City 
was AR (2). 

 
4.3.3 Construction of Weighted Matrices  

The weighted cross-correlation matrix was determined by 
the correlation value of the corresponding lag between 
locations, meanwhile the inverse distance weighted matrix 
was determined by the distance between locations. Table 3 is a 
weighted cross-correlated matrix of corresponding lags. 

 
Table 3 Weighted Cross-Correlation Matrix 
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Based on the calculation of Euclidean distance, the inverse 
distance weighted matrix was constructed: 
 

 
 
 

 
 
 
 
 

4.3.4 Estimation of GSTAR Parameters  
GSTARMA model was constructed based on the maximum 
time order on ARMA model. The maximum time order was 
obtained in AR model (2)(1,0,0)6. Meanwhile, spatial order for 
the GSTARMA model was restricted to one order. The form of 
GSTARMA model was GSTAR (2:1)(1,0,0:1)6. The parameter 
estimation value if translated into GSTAR (2:1)(1,0,0:1)6 using 
inverse distance weighted matrix for Medan City was as    
follows: 

 
 

Table 4 Parameter Estimations in Medan City 

 
 
  

4.4 Estimation of GSTAR-X Parameters   
In this study, GSTAR-X model used 3 exogenous variables i.e 
D1, D2 and X3. D1 were dummy variables which category 1 for 
the month of government policy to raise fuel prices, TDL, 
ELPIJI, etc., and 0 for others. D2 were dummy variables which 
category 1 for the month of government policy to reduce fuel 
prices, ELPIJI, TDL, etc., and 0 for others. Meanwhile, X3 was 
exchange rate of Rupiah  to  US  Dollar.  GSTAR-X  model 
produced 14 models, one of which was GSTAR-D1D2X3 
(2:1)(1,0,0:1)6.  The  very   small  difference   in  parameter  
estimation  between two weighted matrices using GSTAR-
D1D2X3 (2:1)(1,0,0:1)6 showed the parameter estimation values 
between the weighted cross-correlation  matrix which was 
almost equal to the inverse distance weighted matrix. 

Table 5 Parameter Estimations in Medan City of GSTAR-
D1D2X3 (2:1)(1,0,0:1)6 

 

 
4.5 Diagnostic of Residual 
The residual assumption was needed to declare GSTAR and 
GSTAR-X models constructed was appropriate models. Table 
6 shows  that  GSTAR (2:1)(1,0,0:1)6  had  a minimum AIC 
residual  located  at  AR (0)  and MA (0) in  both  weighted 
matrices. This means that the residual assumption of GSTAR 
(2:1)(1,0,0:1)6 had been fulfilled. 
 

Table 6 AIC Residual on GSTAR (2:1)(1,0,0:1)6 

 
 
4.6 Selection of The Best Models 
The best models were measured by the smallest AIC and 
RMSEP values. This study obtained 16 models, therefore to 
facilitate   the   analysis,   model   naming   efficiency  was  
performed. 
 
Table 7  Model Naming Efficiency using Average Values of AIC 

and RMSEP 
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Figure 1 is the average value of AIC interpreted in graphical 
form for each weighted matrix. The largest average value of 
AIC was in the GSTAR (2:1)(1,0,0:1)6. The average value of 
AIC in GSTAR (2:1)(1,0,0:1)6 using cross-correlation matrix 
was -11.71 and using inverse distance matrix was -11.22. 
Meanwhile  the best model  based on the smallest average 
value of AIC was GSTAR-D1D2X3 (2:1)(1,0,0:1)6. The average 
value  of  AIC  in  GSTAR-D1D2X3 (2:1)(1,0,0:1)6 using cross-
correlation matrix was -89.50  and  using  inverse  distance 
matrix was -89.70. 
 

 
Figure 1 The Average Value of AIC (a) Cross-Correlation and 
(b) Inverse Distance 

Figure 2 shows the largest average value of RMSEP was in 
GSTAR (2:1)(1,0,0:1)6. The smallest average value of RMSEP 
was  GSTAR-D1D2X3 (2:1)(1,0,0:1)6. Based  on  the  smallest  
average values of AIC and RMSEP, GSTAR-D1D2X3 
(2:1)(1,0,0:1)6 using inverse distance weighted matrix was the 
best model of the 16 models constructed. 

 

 
Figure 2 The Average Value of RMSEP (a) Cross-Correlation 
and (b) Inverse Distance 
 
 
4.7 Forecasting 
 
Forecasting inflation rate in four cities with the best model 
was performed for the next 6 months from January 2017 to 
June 2017. The inflation rate graph for each location shows the 
pattern of forecast data following the actual data pattern. 
 

 
 

 
Figure 4 The Graph of Actual Data (----) and Forecast Data ( 

) Based on The Best Model (a) Medan, (b) Siantar, (c) 
Sibolga and (d) Sidempuan 

5 CONCLUSION 
The addition of exogenous variables on the GSTAR model was 
able to  decrease  the  average values  of   AIC   from  -11.22 to 
-89.70 and RMSEP from 0.90 to 0.57. GSTAR-D1D2X3 
(2:1)(1,0,0:1)6 using the inverse distance weighted matrix was 
the best model. 
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